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ABSTRACT 
We present a compact representation for human action recognition in videos using line and optical flow 

histograms. 

We introduce a new shape descriptor based on the distribution of lines which are fitted to boundaries of human 

figures. By using an entropy-based approach, we apply feature selection to identify our feature representation, 

thus, minimizing classification time without degrading accuracy. We also use a compact representation of optical 

flow for motion information. Using line and flow histograms together with global velocity information, we show 

that high-accuracy action recognition is possible, even in challenging recording conditions.  

This paper presents a novel feature descriptor for multi view human action recognition. This descriptor employs 

the region-based features extracted from the human silhouette. To achieve this, the human silhouette is divided 

into regions in a radial fashion with the interval of a certain degree, and then region-based geometrical and Hu-

moments features are obtained from each radial bin to articulate the feature descriptor. A multiclass support vector 

machine classifier is used for action classification. 

 

KEYWORDS: computer visions; human action recognition; view-invariant feature descriptor; classification; 

support vector machines. 

 

I. INTRODUCTION 
Human action recognition has gained a lot of interest during the past decade. From visual surveillance to human 

computer interaction systems, understanding what the people are doing is a necessary thread. However, making 

this thread fast and reliable still remains as an open research problem for the computer vision community. 

 

In order to achieve fast and reliable human action recognition, we should first search for the answer of the question 

“What is the best and minimal representation for actions?”. While there isn’t a current “best” solution to this 

problem, there are many efforts. Recent approaches extract “global” or “local” features, either on the spatial or on 

temporal domain, or both. Gavrila present an extensive survey over this subject in [6]. The approaches in genereal, 

tend to fall into three categories. First one includes explicit authoring of the temporal relations, whereas the second 

one uses explicit dynamical models. Such models can be constructed as hidden markov models ([3]), CRFs [1], 

or finite state models [7]. 

 

In this paper, we show how we can make use of a new shape descriptor together with a dense representation of 

optical flow and global temporal information for robust human action recognition. Our representation involves a 

very compact form, reducing the amount of classification time to a great extent. In this study, we use rbf kernel 

SVMs in the classification step, and present successful results over the state-of-art KTH dataset [2]. 
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Figure 1:  Sample frames from KTH (top), Weizmann (middle), and UCF Sports (bottom) human action datasets. 

 

The major challenges and issues in HAR are as follows:  

1) occlusion;  

2) variation in human appearance, shape, and clothes;  

3) cluttered backgrounds; 

4) stationary or moving cameras;  

5) different illumination conditions; and 

6) viewpoint variations.  

 

Among these challenges, viewpoint variation is one of the major problems in HAR since most of the approaches 

for human activity classification are view-dependent and can recognize the activity from one fixed view captured 

by a single camera. These approaches are supposed to have the same camera view during training and testing. 

This condition cannot be maintained in real world application scenarios. Moreover, if this condition is not met, 

their accuracy decreases drastically because the same actions look quite different when captured from different 

viewpoints [3]. A single camera-based approach also fails to recognize the action when an actor is occluded by 

an object or when some parts of the action are hidden due to unavoidable self-occlusion. To avoid these issues 

and get the complete picture of an action, more than one camera is used to capture the action—this is known as 

action recognition from multiple views or view-invariant action recognition [4]. 

 

II. RELATEDWORKS 
This section presents state-of-the-art methods for multiview action recognition based on a 2D approach. These 

methods extract features from 2D image frames of all available views and combine these features for action 

recognition. Then, classifier is trained using all these viewpoints. 

 

After training the classifier, some methods use all viewpoints for classification [10], while others use a single 

viewpoint for classification of a query action [12]. In both cases, the query view is part of the training data. 

However, if the query view is different than the learned views, this is known as cross-view action recognition. 

This is even more challenging than the multiview action recognition [9]. 

 

Different types of features—such as motion features, shape features, or combination of motionand shape-based 

features—have been used for multiview action recognition. In [8], silhouette-based features were acquired from 

five synchronized and calibrated cameras. The action recognition from multiple views was performed by 

computing the R transform of the silhouette surfaces and manifold learning. In [2], contour points of the human 

silhouette were used for pose representation, and multiview action recognition was achieved by the arrangements 

of multiview key poses. Another silhouette-based method was proposed in [13] for action recognition from 

multiple views; this method used contour points of the silhouette and radial scheme for pose representation. Then, 

model fusion of multiple camera streams was used to build the bag of key poses, which worked as a dictionary 

for known poses and helped to convert training sequences into key poses for a sequence-matching algorithm. In 

[13], a view-invariant recognition method was proposed, which extracted the uniform rotation-invariant local 

binary patterns (LBP) and contour-based pose features from the silhouette. 
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The classification was performed using a multiclass support vector machine. In [4], scale-invariant features were 

extracted from the silhouette and clustered to build the key poses. Finally, classification was done using a weighted 

voting scheme. 

 

An optical flow and silhouette-based features were used for view-invariant action recognition in [6], and principal 

component analysis (PCA) was used for reducing the dimensionality of the data. In [3], coarse silhouette features, 

radial grid-based features and motion features were used for multiview action recognition. Another method for 

viewpoint changes and occlusion-handling was proposed in [2]. This method used histogram of oriented gradients 

(HOG) features with local partitioning, and obtained the final results by fusing the results of the local classifiers. 

A novel motion descriptor based on motion direction and histogram of motion intensity was proposed in [7] for 

multiview action recognition followed by a support vector machine used as a classifier. Another method based on 

2D motion templates, motion history images, and histogram of oriented gradients was proposed in [8]. A hybrid 

CNN–HMM model which combines convolution neural networks (CNN) with hidden Markov model (HMM) was 

used for action classification [7]. In this method, the CNN was used to learn the effective and robust features 

directly from the raw data, and HMM was used to learn the statistical dependencies over the contiguous subactions 

and conclude the action sequences. 

 

III. OUR APPROACH 
 

3.1. Line-based shape features 

Shape is an important cue for recognizing the ongoing activity. In this study, we propose to use a compact shape 

representation based on lines. We extract this representation as follows: First, given a video sequence, we compute 

the probability of boundaries (Pb features [13]) based on Canny edges in each frame. We use these Pb features 

rather than simple edge detection, because Pb features delineate the boundaries of objects more strongly and 

eliminate the effect of noise caused by shorter edge segments in cluttered backgrounds to a certain degree. 

Example images and their corresponding boundaries are shown in Fig 2(a) and Fig 2(b). 

 

After finding the boundaries, we localize the human figure by using the densest area of high response Pb features. 

We then fit straight lines to these boundaries using Hough transform. We do this in two-fold; first, we extract 

shorter lines (Fig 2(c)) to capture fine details of the human pose. Second, we extract relatively longer lines (Fig 

1(d)) to capture the coarser shape information. 

 

 
Figure 2. Extraction of line-based features 

 

We then histogram the union of short and long line sets based on their orientations and spatial locations. The lines 

are histogrammed over 15◦ orientations, resulting in 12 circular bins. In order to incorporate spatial information 

of the human body, we evaluate these orientations within a N ×N grid placed over the whole body. Our 

experiments show that N = 3 gives the best results (in accordance with [8]). This process is shown in Fig 2. 

Resulting shape feature vector is the concatenation of all bins, having a length |Q| = 108 where Q is the set of all 

features. 
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Figure 3. Forming line histograms 

 

3.2. Feature Selection 

In our experiments, we observed that, even a feature size of |Q| = 108 is a sparse representation for shape. That 

is, based on the nature of the actions, some of the dimensions of this feature vector are hardly used. 

 

 
Figure 4. Overview of feature extraction process 

 

To have a more dense and compact representation and to reduce the processing time in classification step, we 

make use of an entropy-based feature selection approach. By selecting features with high entropy, we are able to 

detect regions of interest in which most of the change, i.e motion occurs. 

 

We calculate the entropy of the features as follows: Let fj(t) represent the feature vector of frame at time t in video 

j and let |Vj | denote the length of the video. The entropy H(fnj ) of each feature n over the temporal domain is 

 
where ˆ f is the normalized feature over time such that 

 
 

This entropy H(fnj ) is a quantative measure of energy in a single feature dimension n. A low H(fnj ) means that 

the nth feature is stable during the action and higher H(fnj ) means the nth feature is changing rapidly in the 

presence of action. We expect that the high entropy features will be different for different action classes. Based 

on this observation, we compute the entropies of each feature in all training videos separately for each action. 

More formally, our reduced feature set Q_ is 
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where τ is the entropy threshold, M is the total number of videos in training set and Q is the original set of features. 

After this feature reduction step, our shape feature vector’s length reduces to ∼ 30. Note that for each action, we 

now have a separate set of features. 

 

3.3. Motion features 

Using pure optical flow (OF) templates increase the size of the feature vector to a great extent. Instead, we present 

a compact OF representation for efficient action recognition. With this intention, we first extract dense block-

based OF of each frame, by matching it to the previous frame. We then form orientation histograms of these OF 

values. This is similar to motion descriptors of Efros et al. [5], however we use spatial and directional binning. 

For each ith spatial bin where i ∈ {1, ..,N × N} and direction θ ∈ {0, 90, 180, 270}, we define optical flow histogram 

hi(θ) such that 

 
where Fj represents the flow value in each pixel j, Bi is the set of pixels in the spatial bin i, u˜θ is the unit vector 

in θ direction and ψ function is defined as 

 
 

This process is depicted in Fig 5. 

 
Figure 5. Forming of histograms 

  

IV. CONCLUSION AND FUTURE WORK 
 

4.1 Conclusion 

A new motion description method named Shape Features-ME has been proposed to reduce the influence of 

environment variations for human activity recognition. Shape Features-ME is based on Shape Features features 

and inherits its advantages such as invariant to environment variations noise, illumination, and camera view 

angles. Thus, Shape Features -ME can be used as a robust method for motion description of activity recognition 

in the field of computer vision and pattern recognition. Shape Features -ME features are successfully utilized for 

describing and recognizing human actions in videos. 

 

The experiment shows that Shape Features -ME outperforms optical flow, 3D Shape Features, and 2D Shape 

Features features for human activity recognition. Besides, some additional experiments are done to find the 

relations of recognition result with different GMM components. Shape Features features have the highest 

recognition rate with lowest GMM components which demonstrate that it is a better action description. On the 

other hand, compare Shape Features -ME and Shape Features translation, Shape Features -ME outperforms almost 

3% accuracy, which means rotation information is also important for activity recognition. Shape Features -ME is 

another evolution step which improves Shape Features to interpret 2D transformation using a three dimensional 

vector. 

 

 

 

http://www.ijesrt.com/


   ISSN: 2277-9655 

[Batra * et al., 7(5): May, 2018]   Impact Factor: 5.164 

IC™ Value: 3.00   CODEN: IJESS7 

http: // www.ijesrt.com                 © International Journal of Engineering Sciences & Research Technology 

 [417] 

4.2 Future Work 

In the future, more research will be done with Shape Features -ME features for querying videos to detect a 

predefined set of actions such as walking, running, etc. This can be easily achieved by comparing patterns of 

action. Shape Features -ME is a good feature representation for motion, as long as finding similar motion patterns 

with queried one, the best match can be achieved and video retrieval can be realized. Shape Features -ME can be 

improved by using a better matching algorithm as well as incorporating 3D translation and rotation by considering 

multiple cameras. 

 

As Shape Features -ME is an extension of Shape Features features to represent motion, it does not conflict with 

Shape Features feature. As well known that Shape Features can be used for object recognition with promising 

result, so there is possibility to combine Shape Features and Shape Features -ME to do object based activity 

recognition: recognition activity through the objects people interact with. For example, pick up a gun and pick up 

an apple are different actions in detail and results in different handling response actions to other people. Recognize 

activities through objects will extend the application of activity recognition in many fields and increase the 

capacity of activity recognition. 
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